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Abstract: 
Error-resilient transmission is a distinct requirement for current digital image processing 

equipment, as it is necessary to compress and store huge digital pictures as compressed images. 
This also applies to the storage of large digital images. Multiple Description Coding (MDC), which 
is often used in video transmission, is a technique that sends descriptions through error-prone 
networks via multiple channels. MDC is currently being developed as an efficient error-resistant 
lossy coding technique for data transmission through channels that are prone to errors. As videos 
are compressed, they become easier to work with and require less memory during transmission. 
The Hybrid Multiple Description Coding (HMDC) method uses a 16x16 image size block split. 
This methodology uses 8x8, 32x32, and 64x64 image block size splits in the same method, and an 
evaluation methodology has been used to compare the performance between 8x8, 16x16, 32x32, 
and 64x64 image block size splits. Using a separate set of frames, the experimental outcomes of 
the 8x8, 16x16, 32x32, and 64x64 image block size split methods are compared to some of the 
error resilience strategies that are already in use. This study investigates different image block size 
splits' effects on several metrics, such as the peak signal-to-noise ratio (PSNR) value, the structural 
similarity index measurement (SSIM), the compression ratio, and the processing time. 
Keywords: video analysis, decoding, encoding, video compression, block split. 
 
1. Introduction 

Error-resilient transmission across noisy channels has been a challenging subject, as 
transmitting raw video requires such a large amount of bandwidth that error-resilient transmission 
is inevitable. As a result, when compressed video is transmitted over the Internet, significant data 
loss occurs. HMDC is an error-resistant coding technique used to tackle the packet loss problem 
in communication networks. However, the possibility of transmission failures still exists when the 
Internet is overloaded or when signal packets are sent across unreliable, unstable channels. In 
HMDC, various streams of the video are encoded (also known as descriptions or channels). If not 
all channels are down at the same time, the video will still be accessible to the receivers. Therefore, 
HMDC can be used in combination with multi-path transmission to overcome losses and improve 
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the channel's reliability. Fig. 1 shows the structure of the HMDC system. If only one descriptor is 
received, the image produced will be of poor quality. However, when two or three descriptors are 
received, a good-quality reconstructed image will be produced. When all four descriptors are 
available, the best-quality reconstructed image will be produced. Error-resilient transmission is a 
crucial solution for video transmission because the channel bandwidth is limited and there is a 
demand for faster transmission.  

  
Fig.1 HMDC System Structure 

To enhance the visual quality of frames, various enhancement techniques are employed. In 
this paper, we explore lossy compression using a hybrid method. We utilised an H.264 coder based 
on hybrid multi-descriptor coding (HMDC) for video compression in this study [1]. To ensure 
excellent video quality in the reconstructed output, the receiver employs coefficient correlation in 
the transform domain and leftover pixel correlation in the spatial domain. This processing is carried 
out in both the spatial and frequency domains, with a kernel size of 16x16. In digital video 
transmission, ensuring error resilience is of paramount importance due to issues such as network 
errors, packet loss, and data corruption being prevalent. Current video transmission techniques 
often struggle to maintain video quality and continuity under adverse network conditions. 
Therefore, there is a pressing need for an effective solution that can address these challenges. To 
address these issues, the primary objective of our research is to investigate the effects of different 
image block size splits on various metrics related to error-resilient transmission and compression 
of digital images. Our proposed solution for addressing error-resilient video transmission involves 
implementing a novel Error-Resilience Video Transmission Scheme utilising HMDC. This 
approach entails splitting the video data into multiple descriptions that can be transmitted via 
different channels, providing redundancy and error recovery capabilities. By leveraging HMDC, 
which optimally combines these descriptions for error-prone environments, we aim to significantly 
improve the robustness of video transmission. This scheme will intelligently adapt to varying 
network conditions, mitigating the impact of errors, reducing video artifacts, and ultimately 
ensuring a smoother and more reliable video viewing experience for end-users. The remaining 
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sections of this paper are organised as follows: In Section 2, we review relevant works in the field. 
Section 3 explains our suggested error-resilient transmission approach, which involves splitting 
images into smaller pieces before producing DCT (Discrete Cosine Transform) coefficients using 
a variable kernel size. In Section 4, we present and discuss the results of our study. Finally, Section 
5 offers our conclusions. 
 
2. Related Work 

The multiple description coding, along with multipath transport, is proficient in 
compressing video data [2]. When delivering an image to the network, the ideal DCT compression 
ratio of the X-ray images is selected [3]. Scalable MDC was proposed for the compression of 3D 
stereoscopic video, generating proficient results for transmission through channels with noise [4]. 
MDC was adopted [5] for data transmission through the MIMO-OFDM system, with high 
transmission efficiency and good reconstructed video quality [6]. A novel image compression 
scheme called Chimaera was proposed, in which the authors developed an image transform 
intended to compress a particular data type and exemplify the transform's primary feature [7]. 

Overhead and quality evaluation metrics of MDC are analysed in [8]. A detailed analysis 
was also conducted, describing where multiple description coding should be used despite single 
description coding. A detailed review was carried out in [9], describing the role of MDC in error-
resilient video delivery systems. Learning for Video Compression [10] The notion of Pixel Motion 
CNN (PMCNN), which incorporates motion extension and hybrid prediction networks, was 
proposed in this research. A comparison between layered coding (LC) and MD coding was carried 
out in [11]. MDC gives equal importance to all sub-streams of data, whereas LC gives varying 
levels of importance to sub-streams of data. MDC with zero padding was proposed in [12], with 
1D zero padding performing better than 2D padding. MDC and non-orthogonal multiple access 
(NOMA) concepts were integrated for video data compression in [13], with a base station 
communicating with two nodes using two sub-channels where a single channel is sufficient for 
reconstruction.. 

A multi-qubit quantum data compression was proposed in [14], with the minimum 
utilization of resources being the key advantage. A survey on various data compression strategies 
and their features with validation metrics is highlighted. Performance Evaluation of Low Bitrate 
Video Compression Using Adaptive Motion Matching was proposed in [15], with the approach 
aiming to improve the quality of up-sampled frames while maintaining the originality of down-
sampled frames. The proposed down-sampling approach is also provided with a block-wise 
implementation to reduce the algorithm's computational complexity and storage requirements. 
Digital Image Compression Using the DCT Algorithm: An Improvement was proposed in [16], 
which compresses the image but compromises image quality. The algorithm describes how to 
encode and decode images for JPEG [17].[19] suggested Image Degradation by Zeroing Block 
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DCT vs. Full DCT Coefficients, and it was revealed that the DCT block size is strongly 
proportional to the influence of different DCT coefficients on an original image. 

3. Contribution of the proposed work 
3.1 Error resilience transmission using HMDC with Varying Block Size 
  One of the most frequently employed techniques for video coding, particularly for error-
resilient transmission, is block-based video coding. In this approach, each video frame is 
partitioned into coding blocks, which are subsequently predicted, modified, quantized, and 
entropy-encoded [20, 21]. The size of the kernel used for dividing the input image can vary, 
including options like 8×8, 16×16, 32×32, and 64×64. We evaluated the results for different kernel 
sizes, and you can see the encoding/decoding scheme for error-resilient transmission in Fig. 2. 
                                         

 



China Petroleum Processing and Petrochemical Technology 
 

Catalyst Research   Volume 23, Issue 2, November 2023   Pp. 3194-3216 

 
3198 DOI: 10.5281/zenodo.7778371 

                Fig 2: The Scheme of Encoding/Decoding for error resilience transmission 
3.2 HMDC encoder architecture 

The image is split into 8x8 blocks (micro blocks), 32x32 blocks (mega blocks), and 64x64 
blocks (super mega blocks) to improve error resilience, transmission, and processing time while 
minimising data loss on each channel during image reconstruction. Fig. 3 shows the structure of 
the HMDC. 

 
                                                     Fig.3 Video Frame Encoder Structure 
 

3.2.1. Image 8 × 8 Block Size Split Codec:  
In the encoding loop, the 8x8 block-size split encoder for the image uses a two-level 

splitting mechanism: 1) polyphase permuting and splitting; and 2) coefficient splitting. The former 
divides the matrix, while the latter divides the frequency-domain coefficients. After the initial 
splitting, the encoding route is divided into two, and then into four after the secondary splitting. 
The leftover domain's 4x4 blocks are separated using polyphase permuting and splitting at the 
initial level. In each 4x4 block, the remaining data is first polyphase permuted within the block, 
and then it is divided into two blocks. The four pathways are combined before opposite 
quantization to recover the entirety of the reference frame's information. Before permutation, the 
remaining pixels in the 4x4 block are initially designated with values ranging from 0 to 3. To 
indicate each 4x4 pixel, 0 is placed on the upper-left pixel, 1 on the upper-right pixel, 2 on the 
lower-left pixel, and 3 on the lower-right pixel. The label-0 pixels are all moved to the upper left 
2x2 block, the label-1 pixels to the upper right 2x2 block, the label-2 pixels to the lower left 2x2 
block, and the label-3 pixels to the lower right 2x2 block, as seen in the centre of Fig. 4, which 
displays only one 4x4 block due to the polyphase's permutation. In each mini block, there are four 
4x4 blocks, all permuted in the same way. 
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                         Fig.4 Permuting and splitting of a 4x4 block 

After polyphase permutation, the splitting process divides each 4x4 block [22] into two 
4x4 blocks known as 'leftover 0' and 'leftover 1.' These blocks are represented by K0 and K1, 
respectively, and each contains two 2x2 diagonally selected leftover blocks. One 4x4 block 
includes the upper-left and lower-right 2x2 remaining blocks, while the other 4x4 block contains 
the upper-right and lower-left blocks. In Fig. 4, for each 4x4 block, two 2x2 blocks labelled 'X' are 
presented, with all coefficients set to zero. These 'X'-labelled blocks with zero coefficients do not 
require encoding. The Coefficient Splitter further divides the 4 DCT coefficients of a 2x2 block 
into three parts: low frequency, median frequency, and high frequency. The low-frequency 
coefficient is closest to DC, the high-frequency is farthest from DC [23] [27], and the median 
frequency comprises the others. Using this categorization, the coefficient splitter divides the AC 
coefficients of each category into two groups, one for each descriptor. The most relevant 
coefficient and DC are then duplicated. 

 
                         Fig.5 Even and Odd 2X2 blocks generated by Coefficient Splitter 

Fig. 5 illustrates the division of a 2x2 block into two 2x2 blocks, each of which contains 
approximately half of the original coefficients. An E-block is a 2x2 block with an even number of 
original AC coefficients, whereas an O-block is a block with an odd number of original AC 
coefficients. Along with replicating DC for both blocks, each ac collection is divided diagonally 
to produce sensible visual quality. Each descriptor has fewer pairs since it is assigned to every 
other upper-right to lower-left diagonal of coefficients. Entropy coding such as CABAC or 



China Petroleum Processing and Petrochemical Technology 
 

Catalyst Research   Volume 23, Issue 2, November 2023   Pp. 3194-3216 

 
3200 DOI: 10.5281/zenodo.7778371 

CAVLC is still used for the generated blocks. The resulting S0 and S1 from K0 are respectively 
called K0S0 and K0S1, and those from K1 are called K1S0 and K1S1, as shown in Fig. 6. 

 
                                                  Fig. 6. Mini block pattern after two-level splitting 

To more accurately estimate the missing description, even and odd blocks are alternately 
allocated in the resulting microblock diagonally. Additionally, since O-blocks have one more 
coefficient than E-blocks, this arrangement balances the difference in consistency and bit rate 
between the two types of blocks.As a result of the two-level splitting, each leftover microblock is 
divided into four microblocks, one for each descriptor. It should be noted that each 2x2 block is 
divided into two 2x2 blocks, each containing almost half of the original coefficients after the 
coefficient splitter is applied. In each resulting 2x2 block, nearly half of the coefficients are zero 
because those allocated to one block will have their values fixed to zero in the other block. The 
coding efficiency is affected, but for the resulting blocks, entropy codings such as CABAC or 
CAVLC [29] are still valid. 

A two-level merging is used to create the full details of the reference frame. The coefficient 
merger is used to combine K0S0 and K0S1 in the frequency domain and to merge K1S0 and K1S1. 
The merger is carried out by applying ac [23] coefficients to the same even and odd block positions 
by selecting one of the two duplicated DC coefficients. K0 and K1 are obtained after the inverse 
transformation, and then the second level merging is implemented based on 4x4 blocks. First, by 
discarding the all-zero 2x2 blocks, the leftover merger is performed, and then polyphase inverse 
permuting is done to recreate the initial 4x4 blocks. This process is applied to all four 4x4 blocks 
for each microblock. 
3.2.2. Image 16x16 Block Size Split Codec: 
 

In the encoding loop, the Image 16x16 block size split (Macroblock) encoder [1] uses a 
two-level splitting technique. The working principle of the image 16x16 block size split is similar 
to the image 8x8 block size split. After the initial-level splitting, the encoding route is divided into 
two and then four after the secondary-level splitting. The difference between the image 8x8 block 
size split and the image 16x16 block size split is the block size split. Image 8x8 block size split 
[26] is split into 8x8 block size, and image 16x16 block size split is divided into 16x16 block size. 
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3.2.3. Image 32x32 Block Size Split Codec: 
 

The image 32x32 block size split (Mega block) encoder optimizes the reconstructed 
image's error resilience, transmission, and processing time while minimising data loss on each 
channel. The working principle of the image 32x32 block size split is similar to the image 8x8 
block size split. In the encoding loop of the image 32x32 block split encoder, there are two levels 
of splitting. As illustrated in Fig. 7, the leftover data is first permuted within the block in polyphase 
in each 16x16 block before being separated into two blocks. As seen in the middle of Fig. 6, the 
polyphase permutation rearranges all of the pixels.                                            

 
Fig.7. Permuting and splitting of a 16X16 block 
 

Fig. 8 indicates how an 8x8 block is divided into two 8x8 blocks, each of which contains 
approximately half the original coefficients. In an alternate diagonal layout, the E-blocks and O-
blocks are each allotted to two descriptors. 
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                 Fig. 8. Even and Odd 8x8 blocks generated by Coefficient Splitter             
In Fig. 9, K0 and K1 are the megablocks obtained from the initial level splitting. The white, 

colourless blocks in K0 and K1 are all-zero 8x8 blocks. The Coefficient Splitter second-level 
splitting is applied to K0 and K1 to divide each non-zero 8x8 block into E-blocks and O-blocks, 
which are then allocated to two different megablocks, S0 and S1. After inverse transformation, K0 
and K1 are obtained, and the second-level merging is performed using 16x16 blocks. For each 
megablock, the four 16x16 blocks are processed in the same manner.

 
Fig.9 Mega block pattern after two level splitting 
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3.2.4. Image 64 ×64 Block Size Split Codec: 
The Image 64x64 block size split (Super Mega block) encoder utilises a two-level dividing 

procedure in the encoding phase. Its working principle is similar to that of the 8x8 block size split. 
After the first-level splitting, the encoding pathway is divided into two and then into four after the 
secondary-level splitting, as illustrated in Fig. 10. The difference between the image 8x8 block 
size split and the image 64x64 block size split is the block size split. While the image 8x8 block 
size split divides the image into 8x8 blocks, the image 64x64 block size split divides it into 64x64 
blocks. 

 
                                Fig. 10. Permuting and Splitting of a 32x32 block 
In Fig. 11, a 16x16 block is split into two 16x16 blocks, each containing approximately half of the 
original coefficients. Almost half of the coefficients in each 16x16 block are zero because the 
coefficients assigned to one block are fixed to zero in the other block. 
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Fig. 11. Even and Odd 16x16 blocks generated by Coefficient Splitter    

3.3 HMDC Decoder Architecture: 
The structure of the HMDC is illustrated in Fig. 12. The decoder architecture for the Image 

8x8 block size split consists of four descriptors, namely K0S0, K0S1, K1S0, and K1S1. These 
descriptors are first entropy-decoded separately. Next, on the encoder side, the "Coefficient 
Merger" and "Leftover Merge and Polyphase Inverse Permuting" processes are performed 
similarly [20]. 

 
                                           Fig.12 HMDC Decoder Structure 

The lost description method of frequency estimation is used to rebuild lost data. Frequency 
estimation is performed through the blocks in the leftover domain's counterpart by the AC 
coefficient estimate. The two leftover 4x4 blocks are named K0 and K1, generated as the two 
leftover areas from the initial level splitting. Two adjacent 2x2 blocks in separate leftover areas 
have a one-pixel gap in the 4x4 block of the original image due to polyphase permutation. It should 
be efficient to estimate the lost description by AC prediction from the neighbouring blocks in the 
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leftover domain's counterpart. The frequency estimate is used in four instances of one descriptor 
failure in Fig. 13. For instance, in the case of K1S1 failure, K0S1 is used to predict AC. 
Additionally, since E-blocks and O-blocks include complementary coefficients, the estimate is 
consistent with the idea that E-blocks are anticipated from E-blocks and O-blocks are predicted 
from O-blocks. For the same instance where K1S1 is lost, the lost O-blocks in K1S1 are forecasted 
from the left neighbouring O-blocks in K0S1, but the lost E-blocks in K1S1 are forecasted from 
the right neighbouring E-block in K0S1. The predictions for the four situations, as seen in Fig. 13, 
are all made in a horizontal orientation. The lost, leftover domain can be restored after the 
forecasting for the lost descriptor. Four out of the six possible instances demonstrate that two 
descriptors are missing. They employ frequency estimation, and the descriptors used for estimating 
come from a duplicate of the leftover area as well. In the image's 32x32 block size split decoder's 
architecture, the four descriptors are K0S0, K0S1, K1S0, and K1S1. Entropy is used to 
independently decode these descriptors, after which the encoder side processes "Coefficient 
Merger," "Leftover Merge," and "Polyphase Inverse Permuting" in a similar manner. If the decoder 
does not receive all of the descriptors, the data is reconstructed using the lost description method 
of frequency estimation. 

 
Fig.13 Ac -prediction for two missing Channels 

The names of the four descriptors for the Image 64x64 block size splitting decoder design 
are K0S0, K0S1, K1S0, and K1S1. These descriptors are independently entropy-decoded. 
Afterward, the encoder performs "Coefficient Merge" and "Leftover Merge and Polyphase 
Inverse Permuting" in a similar manner. If the decoder does not receive all of the descriptors 
intact, the missing data is recreated using the frequency estimate method. In the reconstruction 
phase, a Gaussian filter [30] was used to improve the image quality. The filter's probability density 
function can be described using the following generic form: 

               𝑓(𝑎)

=
1

𝜎√2𝜋
𝑒

ି
ଵ
ଶ

ቀ
௔ିµ

ఙ
ቁ

మ
                                                                               

                                                         (1) 

In this case, 'a' stands for the grey level, 'µ' stands for the mean value, and 'σ' stands for the 
standard deviation. After applying the Gaussian filter, the image is enhanced using the bicubic 
interpolation method. This paper only analyses colour images. To achieve better quality 
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improvement in the reconstructed frame, we use the bicubic interpolation method. We use the 
proposed method of image block size splitting for error-resilient transmission. 
3.5 Performance Evaluation Metrics 

The algorithms were developed in Matlab 2020a and validated using performance metrics. 
We used five standard test frames with 720x1280 dimensions to evaluate the proposed frame's 
efficiency. 
3.5.1 Frame Compression Ratio 

The compression ratio (CR) is defined as the ratio of the original frame size to the 
compressed frame size.        

         CR =
୓୰୧୥୧୬ୟ୪ ୤୰ୟ୫ୣ ୗ୧୸ୣ

େ୭୫୮୰ୣୱୱୣୢ ୤୰ୟ୫ୣ ୗ୧୸ୣ    
                                                                                                     ( 2) 

3.5.2 Peak-to-Signal Noise Ratio 
The PSNR value [31] is the most widely used objective video quality measurement. The PSNR 
block compares two pictures and evaluates the PSNR. The PSNR is calculated using Equation 3. 

   𝑃𝑆𝑁𝑅 𝑉𝑎𝑙𝑢𝑒 𝑜𝑓 𝑓𝑟𝑎𝑚𝑒 = 10 ∗ 𝑙𝑜𝑔ଵ଴ ቀ255ଶ

𝑀𝑆𝐸 ൗ ቁ                                                                 (3) 

3.5.3 The Structural Similarity Index Measurement 
The method for calculating the similarity between two images is called the SSIM [31] [32]. 

The SSIM value is a decimal number between -1 and 1, with 1 indicating that the two frames are 
structurally identical. The SSIM is calculated using Equation 4: 

           𝐹𝑟𝑎𝑚𝑒 𝑆𝑆𝐼𝑀(𝑥, 𝑦)

=
൫2𝜇௫ 𝜇௬ + 𝑝ଵ൯൫2𝜎௑𝜎௬ + 𝑝ଶ ൯

(𝜇ଶ
௫ + 𝜇ଶ

௬ + 𝑝ଵ)(𝜎ଶ
௫ା𝜎ଶ

௬ + 𝑝ଶ)
                                                                      (4) 

Where 'x' and 'y' represent windows in the original and denoised image, respectively. 'σ' and 'μ' 
denote the standard deviation and mean of 'x' and 'y', and 'p1' and 'p2' are constants. 
3.5.4 Compression Percentage 
The compression percentage expresses the difference between the original image size of a file and 
its final size after compression. It is defined as follows: 

                𝐶𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑝𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 =  100 ∗
௢௥௜௚௜௡௔௟ ௙௥௔௠௘.  ௟௘௡௚௧  – ௖௢௠௣௥௘௦௦௘ௗ ௙௥௔௠௘.  ௟௘௡௚௧௛

௢௥௜௚௜௡௔௟ ௙௥௔௠௘ .௟௘௡௚
    

 (5)  
3.5.5 PSNR Percentage 

The PSNR is a commonly used measure of image quality, with values typically ranging 
from 30 to 50 dB, with higher values indicating better quality as long as the bit depth is 8 bits. The 
PSNR percentage between two images is defined as follows:  

PSNR Percentage

=  ((PSNR of reconstructed image)  

−  (PSNR of the original image)) / (PSNR of the original image)  ∗   100% 
This measure indicates the percentage decrease in PSNR between the original and 

reconstructed images.  
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PSNR Percentage =  (PSNR Value /50) ∗ 100                                                                               (6) 
4. Experimental Results and Discussion 

This section presents the results of both objective and subjective experiments to evaluate 
the performance of the proposed scheme. Five standard video frames with dimensions of 720x1280 
pixels are used to assess the quality of the reconstructed frames using the proposed distributed 
framework. The visual quality of the reconstructed frames is evaluated using PSNR and structural 
similarity index measurements. The frames used in this experiment are colour images with a size 
of 27,64,800 bytes. The HMDC method is used for performance evaluation, and five test sequences 
are used: foreman, coastguard, car phone, mobile, and news. The performance of the proposed 
method in terms of compressed file size, compression ratio, PSNR value, SSIM, encoding time, 
and decoding time is shown in Tables 1, 2, 3, and 4. The proposed image block size split method 
for error resilience transmission using HMDC methods is simulated in Matlab 2021a. In this paper, 
a comparative analysis of error and resilience transmission is done using the DCT method. DCT 
provides a higher compression ratio and better quality of the reconstructed frame while being 
computationally efficient compared to other techniques. The performance of various error-
resilience transmission algorithms is evaluated on different types of frames. Based on the results 
presented in Tables 1, 2, 3, and 4, it can be concluded that the image block size split method 
provides better PSNR and structural similarity index measurement, which compares two frames 
based on brightness, contrast, and structure. The effectiveness of the suggested HMDC techniques 
in an ideal channel environment is also investigated in this section. In situations where some 
descriptors are presumed to be received with no information lost, while others are lost entirely, 
side rebuilding is used. Table 1 shows the image 8x8 block size split based on HMDC performance 
metrics. 

Table 1: image 8x8 block size split-based HMDC 

 
Encoding time and decoding time vary depending on the frame size split, frame block size, network 
speed, and software. The 8x8 block size image split takes more time to encode and decode the 
frame, and the 64x64 block size image split takes less time to encode and decode the frame.  

Table 2: image 16× 16 block size split-based HMDC 
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Table 2 shows the image 16x16 block size split, and Table 3 shows the image 32x32 block size 
split values. 
 
Table 3:   image 32 ×32 block size split-based HMDC 

 
      Table 4:   image 64 ×64 block size split-based HMDC 

 
Table 4 presents the values obtained using the image block size split of 64x64. The encoding and 
decoding times are notably lower in the 64x64 method compared to the 8x8 method. In Figure 14, 
the compressed file size of the image is illustrated. It can be observed that the image block size 
split of 8x8 results in a larger compressed file size, whereas the 64x64 block size split method 
produces a smaller compressed file size. 
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             Fig.14 Compressed file size Vs Image block size split for different Frames 
Figure 15 displays the compression ratio of the frames. The image block size split of 32x32 and 
64x64 results in high compression ratios, whereas the block size split of 16x16 yields a medium 
compression ratio, and the block size split of 8x8 gives a low compression ratio. 

 
                               Fig.15. Compression Ratio Vs Image block size split for different frames 
 

The image 8x8 block size split gives a low compression ratio, while the image 64x64 block 
size split gives a high compression ratio, and the image 16x16 block size split and the image 32x32 
block size split produce a medium compression ratio. The PSNR value and the SSIM value are 
higher in the 8x8 block size split and lower in the image 64x64 block size split. Fig. 16 shows the 
SSIM value. The PSNR value and the SSIM value are medium in the image 16x16 block size split 
and the image 32x32 block size split. 
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Fig.16. SSIM Value Vs image block size split for different Frames 
 

 Fig. 17 shows the processing time of the frames. The image 32x32 block size split and the 
image 64x64 block size split take less compression time. However, the image 8x8 block size split 
takes a longer compression time, and the image 16x16 block size split takes a medium compression 
time.  

 
                            Fig.17 Processing Time Vs image block size split for Different Frames 
 

Fig. 18 illustrates the average processing time of the frames. The average processing time 
of frames can depend on the size of the image block split. The average processing time decreases 
when the images are split into 32x32 and 64x64 block sizes. However, the image 8x8 block size 
split takes a long time to compress, while the image 16x16 block size split takes a medium amount 
of compression time.   
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                        Fig.18 Average Processing Time Vs image block size split for different Frames 
 

The average compression ratio percentage and the average PSNR percentage value are also 
displayed in Fig. 19. A low compression ratio percentage is produced by the image 8x8 block size 
split, a high compression ratio percentage is produced by the image 64x64 block size split, and a 
medium compression ratio percentage is produced by the image 16x16 block size split and the 
image 32x32 block size split. The PSNR percentage value is higher in the image 8x8 block size 
split and lower in the image 64x64 block size split. The PSNR percentage values are medium in 
the image 16x16 block size split and 32x32 block size split. 

 

 
      Fig.19 Average Compression Ratio & PSNR Value Vs image block size split for different 
Frames 
 

The average PSNR of the nine-channel loss scenarios is provided in Fig. 20, which displays 
the results of five test sequences. The Image 8x8 Block Size Split approach was found to produce 
the best estimation for the Foreman and News sequences, whereas the Image 32x32 Block Size 
Split and Image 64x64 Block Size Split sequences performed the poorest. The outcomes show that 
coefficient duplication is preferable to use in poor channel circumstances. One missing channel: 
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The performance results of one-descriptor loss shown in Fig. 20(a–c) show the reconstructed 
PSNR of three sequences. The depicted PSNR is the average of the four probable scenarios of one-
descriptor loss. In Fig. 20(a), (b), and (c), it can be shown that the image 8x8 block size split 
outperformed the others. Two Missing Channels: Figure 20(d-f) shows the effects of a two-channel 
loss. The reconstructed PSNR of three sequences is shown in Figure 20(d–f). The PSNR displayed 
is the average of the six probable two-channel loss instances. As shown in Fig. 4, frequency 
estimation of lost descriptions was applied for two descriptor losses, and the results demonstrate 
their effects. In Fig. 20(d)–(f), the image 8x8 block size split technique performed better than all 
others for all sequences. Frequency estimation of lost description was used for two channel losses, 
and the results show their effects. Three missing channels: The performance results of three-
channel loss for three different sequences are shown in Fig. 20(g-i). The PSNR displayed is the 
average of four different three-channel loss scenarios. When more information is lost, the 
consequences of estimating the lost description rise, demonstrating the superiority of the 
estimation methodologies utilised in the hybrid method. 
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                                               (e)                                         (f) 

                                              (g)                                                (h) 

                                       
                                                                                      (i) 

Fig.20 PSNR of one, two, and three-channel loss.  
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a) Foreman - one channel loss. b) Mobile - one channel loss. c) Coastguard - one channel loss. d) 
Foreman – Two-channel loss. e) Mobile – Two-channel loss. f) Coastguard – Two-channel loss. 
g) Foreman – Three-channel loss. h) Mobile – Three-channel loss. i) Coastguard – Three-channel 
loss. 
Conclusion:  
Our research presents a robust error-resilient transmission model for video data, utilising HMDC 
with varying block sizes for image splitting. The employment of the DCT for transform domain 
conversion and a frame size of 720 × 1280 have been explored. The findings reveal that the 8x8 
block size split yields a reconstructed image of high quality, as evidenced by its high PSNR and 
SSIM scores. Conversely, the 64x64 block size split produces lower-quality reconstructed images 
but boasts faster computation times. The 32x32 block size split strikes a balance, offering moderate 
compression times, medium-quality reconstructed images, and moderate compression ratios, albeit 
lower than the 64x64 block size split. While the 8x8 block size split demands more execution time 
and provides a lower compression ratio, it remains a viable option for certain applications. Notably, 
an optimal block size of 16 × 16 emerges as a recommendation for real-time applications, offering 
a balanced compromise suitable for regular applications while preserving crucial information. It is 
imperative to recognise that the compression time, compression ratio, and PSNR value exhibit 
exponential changes for each block size split. This research provides valuable insights for 
researchers in the field of data transfer through networks, shedding light on the trade-offs and 
considerations when selecting block sizes in HMDC-based error-resilient video transmission. As 
technology advances, these findings can contribute to more efficient and effective video 
transmission solutions. 
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