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Abstract 
An individual with autism has substantially impaired intellectual abilities, linguistic abilities, 
recognition of objects, interaction, and interpersonal abilities. Although early discovery of 
autism can help with diagnosis and the implementation of appropriate measures for effect 
mitigation, this condition cannot be cured. Though researchers developed many machine 
learning models in prediction of autism, still the problem exist when the hospitals, therapy 
facilities, and smartphone apps generate a lot of data about autism, but they lack in 
producing rich data with prior representation of categories or labels as well. Most of the 
existing unsupervised learning models are not focusing on the uncertainty conditions like 
vagueness, inconsistency, incompleteness, hesitancy and ambiguity issues commonly 
occurred in autism dataset. Thus, they failed to achieve highest rate of accuracy in presence 
of these existing issues. Hence, in this paper an empowered uncertainty based unsupervised 
learning model coined as neutrosophic clustering (ENU) is constructed to handle the issue 
of noisy and outlier instances presented in autism dataset, that affects the clustering 
accuracy and making difficult to understand the pattern of autism exhibiting unknown 
patterns. The process of clustering and the centroid selection is done by adopting the 
knowledge of sparrow search optimization algorithm (SSOA) instead of performing random 
selection. With the optimized cluster centroid selection using highest fitness value and the 
kernel function enabled neutrosophic clustering discriminates the autism existing instances 
from normal instances more precisely. The simulation results is conducted of autism dataset 
collected from Kaggle repository and the performance outcome prove that the proposed 
ENC-SSOA produced highest rate of autism detection compared with other state of art.  
 
Keywords: Autism, uncertainty, unsupervised learning, neutrosophic clustering, sparrow 
search optimization algorithm, kernel function 
 
Introduction  
The main focus of health care providers in recent times has been digitized medical care 
assessment. In general, the medical sector is one of the most significant and critical systems 
in a person's life [1]. The unified presentation of data is assisted by automated analysis, 
which also offers scientists a simple and adaptable methodology for data collecting. The 
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troubling aspect is that an autistic person needs an early diagnosis in order to reach their life 
developments. One of the biggest challenges is making an early diagnosis of the autism 
condition because it might take consultants up to six months to identify the key 
symptoms[2]. Data mining techniques were utilized to speed up this process to avoid these 
drawn-out processes and traditional techniques used to determine the characteristics of 
persons with autism, which have in effect led to a significant advancement in this sector to 
better understand the condition of individuals with autism. 
The machine learning plays a vital role in detection of autism at its early stage using 
supervised learning models, unsupervised learning models and artificial intelligence. [3] 
When the autism dataset is available with the class labels the usage of supervised or 
classification algorithms are more opted. When the quality of raw data is not satisfactory, 
then it is primary to perform preprocessing to overcome the issue of missing values and 
dimensionality curse [4]. To discover the hidden pattern in autism dataset and to understand 
the latent structure without the class labels or in presence of unknown instances, 
unsupervised learning accomplishes it. Unsupervised learning has the advantage of enabling 
researchers to employ unlabeled data that might not contain existing categories. 
While using autism dataset, the presence of inconsistency, vagueness, indeterminacy in 
determining the similarity among the unlabeled instances leads to produce least accuracy in 
prediction process. This issue is considered as the main challenge in this paper, to develop a 
empowered uncertainty model for understanding the depth pattern of unknown instances 
in autism dataset. While using conventional clustering algorithms, the selection of centroids 
among the population is done in an arbitrary manner, during such process there is high 
chance of selecting insignificant instances as centroids. Thus, the metaheuristic model is 
adopted in this work to perform clustering and cluster centroid selection to improve the 
accuracy in computing similar instances and categorizing them according to identify the 
variation of pattern among autism and healthy children.  
 
Related Work  
Ming Jiang et al [5] developed an unsupervised learning model by tracking the eye movement 
of child to detect autism spectrum disease.  The features are reduced using cluster fix n they 
are classified into two categories. To train the model, they used support vector machine to 
predict the autism. Using SVM works for the dataset with known patters and with class 
variables.  
Stevenset al [6] introduced a hierarchical and gaussian mixture method to discover the 
autism based on phenotypes behavior. Mapping ASD subtypes and their biological links with 
unsupervised machine learning. Each subgroup is examined using regression method. The 
uncertainty due to noise and outliers are not focused in this work.  
Suman Rajet al [7] devised a deep learning model to predict the presence of autism by 
collecting three various autism dataset which contains non-clinical information. The dataset 
comprised of three different age groups like children, adult and adolescent subjects. The 
results showCNN produced best results compared with other classification models due to 
the problem of overfitting.  
Rajabet al [8] performed a detailed analysis on feature subset selection using different 
statistical methods. The impacts of significant feature selection to improve the ASD 
prediction is discussed in their work. To perform validation different empirical methods are 
used for classification and training. The class imbalance affects the accuracy of the models.  
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Rasool et al [9] designed a novel early prediction model using machine learning and data 
mining algorithms. The autism dataset underwent feature subset selection using correlation 
among the attributes, the prediction was done using conventional supervised learning 
models.  
Chelseaet al [10] conducted detailed survey on ASD prediction using unsupervised models 
and to discover the importance of clustering models. Different clustering algorithms are used 
for detecting autism and analyzed how these algorithms work in determining the similarity 
and grouping them.  
All the above existing models either work on the supervised learning or unsupervised 
learning, the problem of uncertainty is not well handled. As the hesitation affects the 
performance of the prediction accuracy this proposed work aims to overcome the above-
mentioned limitations by developing uncertainty-based clustering model to understand the 
pattern of autism children and predict them at its early stage.  
 
Methodology: Empowered Neutrosophic Clustering with sparrow search optimization 
Algorithm for Autism pattern discovery  
In this work the proposed neutrosophic clustering with sparrow search optimization 
algorithm for autism pattern discovery is constructed. Initially, the autism dataset [11] 
collected from the Kaggle repository comprised of raw dataset with 1054 instances with 17 
attributes and 1 class variable.  The dataset is preprocessed in the previous work [12] using 
the boosted regression tree and fuzzy backward feature elimination for data imputation to 
convert the missing values to complete dataset and the relevant features which are highly 
correlated with the dependent class variable is used for further processing. The reduced 
dataset comprised of 11 attributes instead of using 17 attributes to overcome the time and 
computation complexity. The pattern of autism and healthy toddlers are discriminated in 
this work by devised an uncertainty unsupervised neutrosophic clustering. The process of 
clustering is optimized by selecting the potential features using a novel metaheuristic 
algorithm known as sparrow search optimization algorithm. The detailed description of the 
proposed model for autism pattern discovery is depicted in the figure 1. 
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Figure 1: Overall Framework of the proposed uncertainty-based clustering in autism 

prediction 
Determining Similarity using Neutrosophic Clustering for Autism Prediction 
Unlike other uncertainty theories, that have only the ability of handing few factors of 
uncertainty by defining the elements either in terms of degree of membership or non-
membership only with complete details. This proposed work utilizes the generalization of 
uncertainty theories even in the presence of incompleteness, inconsistency, vagueness and 
indeterminacy is termed as Neutrosophic theory introduced by Smarandache [13, 14]. Most 
of the real time datasets, especially while dealing with medical or disease diagnosis often 
comprised of vague, inconsistent and incomplete datasets which affects the prediction 
model’s performance. Hence, in this proposed work neutrosophical representation and 
determining the unknown pattern of autism dataset by neutrosophical clustering are 
constructed to improve the pattern discovery in autism presence or absence children. The 
neutrosophic logic is denoted with the tristate elements which all belong to the degree of 
membership, independent to each other and their interval lies between ]-0,1+[ . The each 
element (or) record in the autism dataset is represented neutrosophical towards the degree 
of belongingness as autism presence in the triplet form truthiness, falsity and indeterminacy.  

NL(T)={ (𝜇̈, ℑ̈, 𝜗̈ ∈ [0,1]ଷ) } 
Clustering is a key component of data mining and machine learning. Based on the proximity 
metric used, the input data are divided into categories. Every instance in the dataset are 
handled equally in K-Means, DBSCAN and fuzzy C-means, without factoring into 
consideration outlier and noisy scenarios. However, genuine datasets like the one for the 
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autism disease may contain noise and outliers, which call for firm decision-making. 
Neutrosophic clustering, which manages both noise and outliers, can solve this problem. 
With a new objective function, it considers both the degree of identity to determined and 
indeterminate clusters. The multifaceted attribute field is handled using kernel as its 
objective function, that is specified in the equation below. 

𝐽ெே௅஼൫𝜇̈, 𝜗̈, 𝜋̈, ∁ ൯

= ෍ ෍൫𝜑ଵ𝜇̈௜௝൯
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where ℧൫𝑧௜ − 𝑧௝൯ = 𝛼ఓ̈(𝑧௜)𝜇̈(𝑧௜)signifies the function of inner dot product, and if it used 

gaussian objective function then ℧൫𝑧௜ , 𝑧௝൯ and ℧ ቀ∁௜ ,
∁௝ቁ, then the modified neutrosophic 

objective function would be formulated a  
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Membership degree of indeterministic is determined by  
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Membership Degree of falsity is formulated as  
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Sparrow search Algorithm for Centroid Selection and Optimized Neutrosophic 
Clustering  
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To discover the best instances in autism dataset as centroids, virtual sparrow as search agent 
which involved in discovering the centroid instances and each sparrow is represented as the 
matrix [15] 

𝑷 =

⎣
⎢
⎢
⎢
⎡

𝑷𝟏,𝟏 𝑷𝟏,𝟐 … … 𝑷𝟏,𝒇

𝑷𝟐,𝟏 𝑷𝟐,𝟐 … … 𝑷𝟐,𝒇

⋮       ⋮       ⋮    ⋮    ⋮    
⋮       ⋮       ⋮    ⋮    ⋮    
𝑷𝒏,𝟏 𝑷𝒏,𝟐 … … 𝑷𝒎,𝒇⎦

⎥
⎥
⎥
⎤

 

Where ‘m’ denotes number of features in the autism dataset,total number of sparrows 
involved as search agent as ‘f’ for optimizing the neutrosophic clustering. The fitness value 
of the sparrows are computed and displayed in the vectors as  

𝑭𝒛𝑿 =

⎣
⎢
⎢
⎢
⎢
⎡

𝒇𝒛([𝑷𝟏,𝟏 𝑷𝟏,𝟐 … … 𝑷𝟏,𝒇])

𝒇𝒛(ൣ𝑷𝟐,𝟏 𝑷𝟐,𝟐 … … 𝑷𝟐,𝒇൧)

      ⋮       ⋮       ⋮    ⋮    ⋮    
       ⋮       ⋮       ⋮    ⋮    ⋮    
𝒇𝒛(ൣ𝑷𝒗,𝟏 𝑷 … … 𝑷𝒗.𝒇൧) ⎦

⎥
⎥
⎥
⎥
⎤

 

Fzx is the fitness score of every row of an individual, where 'v' stands for the number of 
sparrows. When searching for food, the producers with the highest fitness values are given 
top consideration [16]. The producers have a wider search region than the remainder of the 
scavengers in the group because they are in charge of finding the best supply of food and 
directing the entire population's movement. Each cycle updates the workers' position 
according to the estimation. 
 

𝑷𝒊𝒋
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𝑷𝒊𝒋
𝒕 + 𝑹. 𝑲                       𝒊𝒇 𝑨𝑽𝟐 < 𝑇

 

Where j = 1, 2,..., f is used to indicate the size and t stands for the current iteration. 𝑃௜௝
௧  stands 

for the ith sparrow's jth size at iteration ‘t’ is the present iteration.  A random number is 
represented by 𝜷 ∈ [0, 1]. The alarm value is AV2∈[0, 1]and the hazard threshold value is T 
∈[0.5, 1.0]). The standard distribution is signified as Q and K is the value of the matrix. When 
AV2< T, the producers enter wide search mode because there are no competitors in the area. 
When a few sparrows spot a predator and AV2 > T, all of the sparrows must take off rapidly 
for a safe area. A few of the sparrows attempt to outbid the energy producer by being 
depicted as 
 

𝑷𝒊𝒋
𝒕ା𝟏 = ൞

𝑹. 𝒆 ቆ
𝑷𝒘𝒓𝒔𝒕

𝒕 − 𝑷𝒊𝒋
𝒕

𝒊𝟐
ቇ           𝒊𝒇 𝒊 > 𝑣/2

𝑷𝒑
𝒕ା𝟏 + ห𝑷𝒊𝒋

𝒄𝒕 − 𝑷𝒑𝒅
𝒕ା𝟏ห . 𝑩ା. 𝑲  𝒐𝒕𝒉𝒆𝒓𝒘𝒊𝒔𝒆

 

Ppd refers to producer’s potential location and the  P୵୰ୱ୲ refers to the worst global present 
location. B refers to the matrix with f variables.  
. When i > v/2, it is advised that the scrounger with the lowest fitness value prefer to be the 
hungriest. The main location of the sparrow population is referred to as 
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𝑷𝒊𝒋
𝒕ା𝟏 = ൞

𝑷𝒃𝒔𝒕
𝒕 + 𝑫 . ห𝑷𝒊𝒋

𝒕 − 𝑷𝒃𝒔𝒕
𝒕 ห     𝒊𝒇 𝒇𝒛𝒊 > 𝒇𝒛𝒈

𝑷𝒊𝒋
𝒕 + 𝑯 . ቆ

ห𝑷𝒊𝒋
𝒕 − 𝑷𝒘𝒓𝒔𝒕

𝒕 ห

(𝒇𝒛𝒊 − 𝒇𝒛𝒘)+∈
ቇ 𝒊𝒇 𝒇𝒛𝒊 = 𝒇𝒛𝒈

 

Where the current global optimal position is denoted by Pbst, H is the arbitrary values [0.1], 
by applying normal distribution ‘D’ it controls the movement step size. global best fitness 
value and worst fitness value are fzg and fzwrespectively. The sparrow is at the edge of the 
group when 𝑓𝑧௜ > 𝑓𝑧௚. When the sparrow is at middle it is denoted as 𝑓𝑧௜ = 𝑓𝑧௚.  
 
The autism dataset is given as the input dataset and it is converted into the neutrosophic 
values with the computation of membership degree of truthiness, falsity and indeterminacy. 
Then each attribute is preprocessed by using the imputation model and feature selection 
model proposed in our previous work [].  In this proposed work, instances in the autism 
dataset is clustered to determine the cluster centroid and to determine the cluster centroids 
metaheuristic model is applied. Depending on the objective function expressed , the cluster 
centroids which has the highest neighborhood instances andthe best fitness value is 
determined by applying the empowered neutrosophic clustering with sparrow search 
optimization. By representing each instance with neutrosophic values, and the kernel based 
neutrosophic handles the outliers and noisy instances more effectively.  
With the clustered instances the pattern of children with autism and normal children are 
discovered more effectively using the proposed empowered neutrosophic clustering with 
sparrow search optimization algorithm (ENC-SSOA).  
 
Experimental Results and Discussions  
In this section, the evaluation of the proposed empowered neutrosophic clustering with 
sparrow search optimization algorithm (ENC-SSOA) for discovering the pattern of autism 
children at its early stage is discussed. The python software is used to construct ENC-SSOA 
for detecting autism. The existing clustering algorithms used for comparison are K-Means, 
DBSCAN and Fuzzy C means.  
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Figure 2a)-2d) Correctly and Incorrectly Clustered patterns of autism dataset 

 
Figure 2a)-2d) shows the four different clustering models performance based on correctly 
and incorrectly clustered instances which determines the autism patterns. The 
uncertaintyclustering model defines each element in terms of truth, falsity and 
indeterminacy. From the obtained results, it is proved that uncertainty based neutrosophic 
clustering model intelligently identifies the border lying instances and noisy instances to 
overcome the problem of inconsistency prevailed in autism detection. The other 
conventional clustering models, with its ability of local searching due to the presence of 
border and noisy instances the correctly clustering rate is low compared with the proposed 
ENC-SSOA algorithm.  
 

 
Figure 3 Comparative result based on precision 

The incompleteness and vagueness in understanding the unknown instances of autism 
dataset is a very challenging task while using the conventional clustering models. Figure 3 
displays the precision value of four different clustering models involved in grouping the 
similar patterns of instances in autism dataset, to understand the discrimination among 
healthy and autism children. The uncertainty based ENC-SSOA with its knowledge of 
indeterminacy index defines each unknown pattern of autism present children more 
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precisely with highest percentage rate of 95.0% while DBSCAN, K-Means and FCM  produced 
8.2%, 61.9% and 85.4% respectively.  
 

 
Figure 4 Comparative result based on recall 

 
Figure 4 illustrates the comparative analysis based on recall of four clustering models 
involved in autism prediction when the patterns of autism dataset is unknown. The dataset 
used in this work is unlabeled, by computing the similarity among the instances, the process 
of clustering is done using the uncertainty-based clustering. Each attributeis represented in 
terms of neutrosophic values with the factors of membership towards belongingness, non-
belongingness and indeterminacy to assess whether it belongs to autism or healthy child. 
The discrimination of autism child from the healthy children group assessment helps to 
investigate their problem at its early stage to improve their living style. Hence the proposed 
ENC-SSOA achieves highest recall rate of 94.2% while other state of arts produced less values 
due to lack of knowledge about uncertainty.  
 

 
Figure 5 Comparative result based on RMSE 

 , DBSCAN, 
85.1

 , K-Means, 
60.2

 , FCM, 84.5

 , ENC-SSOA, 
94.2

Re
ca

ll 
(%

) 

Clustering Models

 , DBSCAN, 0.34

 , K-Means, 0.45

 , FCM, 0.15

 , ENC-SSOA, 0.03

RM
SE

Clustering Models



China Petroleum Processing and Petrochemical Technology 
 

Catalyst Research   Volume 23, Issue 2, September 2023   Pp. 2431-2441 

 
2440 DOI: 10.5281/zenodo.7778371 

Figure 5 explores error rate of the DBSCAN, K-Means, Fuzzy C Means and proposed 
Uncertainty handling enriched Neutrosophic Clustering. The error rate of ENC-SSOAis 
considerably reduced while compared with other three clustering models. The reason is, 
fuzzy c means defines each element in the form of membership grade only, the issue of 
vagueness in determining the border lying instances and outliers are not focused hence its 
error rate in detection of autism is increased. The K-Means and DBSCAN models suffers from 
local optima and thus the autism with uncertainty conditions are not greatly dealt by them.  
 
Conclusion  
In this paper, the uncertainty prevailed in autism prediction is handled by representing each 
instance in the dataset using the triplet factors known as truthiness, indeterminacy and 
falsity towards the belonginess of autism. The neutrosophic clustering is empowered by the 
sparrow search optimization algorithm (SSOA). The clustering and the cluster centroids are 
done by applying SSOA to determine the best centroids by computing fitness value of each 
instances based on their influence in determining the patterns of autism and non-autism 
categories. The kernel function overcomes the issue of handling vague information in 
defining the membership degree of neutrosophic factors. The experimental results show that 
the performance of empowered neutrosophic clustering integrated with sparrow search 
optimization algorithm (ENC-SSOA) produced highest clustering accuracy compared with 
other conventional clustering models in autism prediction.  
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